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(57) ABSTRACT

A method of segmenting topics of content according to an
embodiment is configured to preprocess text data configured
of content, and divide a plurality of utterances into two topic
segmented bodies based on the preprocessed data. The
preprocessing may be performed by processing the text data
in a continuous form of the plurality of utterances, and
calculating a conceptual similarity between utterances based
on the processed data. The topic segmented bodies may be
divided into two by calculating similarity cohesion for the
two topic segmented bodies based on the conceptual simi-
larity and a consistency metric while changing a segmenta-
tion point which distinguishes the two topic segmented
bodies, and determining the segmentation point based on the
similarity cohesion.

20 Claims, 14 Drawing Sheets

Consistency metric
calculation unit

r T Tt Tt TTTT T T T T T T T T T T T T T T T T T T T T 1T b
! 190 | 100
| ]
| ]
| _, - 120
! - Conceptual similarity !
! sum calculation unit !
I ]
| i
i 121 124 125 E
| Y |
i Data Similarity Topic E
I |preprocessing [— cohesion [— segmentation]| |
i unit calculation unit unit E
i [ i
| 123 '
| E
| i
| ]
| ]
| :
| ]
E

Visual ization
unit




US 12,073,185 B2

Page 2
(56) References Cited
U.S. PATENT DOCUMENTS

2009/0067719 Al* 3/2009 Sridhar ................ GOG6F 40/289
382/176

2013/0158986 Al* 6/2013 Wiles ...cccooevveenenn. GOG6F 40/35
704/9

2014/0214402 Al*  7/2014 Diao ....cccovveee. GOG6F 40/258
704/9

2015/0179168 Al* 6/2015 Hakkani-Tur .......... GI10L 15/22
704/257

2017/0220997 Al* 82017 Shima ............. HO4L 65/403
2020/0105274 Al* 4/2020 .. GOGF 16/635
2021/0027783 Al* 1/2021 GO6N 3/08
2021/0390127 Al* 12/2021 GOG6F 40/289

OTHER PUBLICATIONS

Jagjong Ho, “topic Segmentation in Debate based on Conceptual
Recurrence & Debate’s Consistency metrics”, Ajou Univ. Aug.

2021.

English Abstract of “Jaejong Ho,“topic Segmentation in Debate
based on Conceptual Recurrence & Debate’s Consistency metrics”,
Ajou Univ. Aug. 2021”.

* cited by examiner



US 12,073,185 B2

Sheet 1 of 14

Aug. 27, 2024

U.S. Patent

onigi-———1 8|ding ] 83ueldq ueksn

Ky1de|wis
. |en3daouon

-+:U01]1BXB] U] 9SBAIOU| UB UO JOU ‘S30.N0S9J
[BIOUBUI} JUBJJNO BY} 3N A|JU8101}}0 0 MOY UO S3SNo0} Yieq J0SS8j04d

pue Yo Joke 4O esiwaJd Jofew 8y -asiwaid Jofew B S| 8Jay] 'so) N

.+ 9B OUM 9SOY} 03 31 OAIS ... ‘3WOOUI JO swJa} u] °A|Jea|d no pajulod aq ¥¢77
_u_:or_w u_ v_::__u ~ 0Ss ‘m“_.oou_.u_.m o_Eo:oom u.:onm x_S. "_.o ub_ B m_ Ems._. \\\\\\\\
[Uo uooh-es] /%

J0U I ‘JBy} JalJy "owoou! 8y} Aed oym asoyy aJe aJsy) ‘pus 8y} uJ

[087 esep-Uop] FEiN] -l
.- 900U| SI 1BY] "9[qISSOd 8q 0ULUEO JBY] ING ‘UINOJS OWOUOD® 0] P3|

ueo Loljdunsuod jeyl uoljdunsse ayj s1 Jnogde Suiy|e} Je nok Jeuyy m ¢
[Mied 8ung-iy] |, _

-+ 80UIAUOD 0] J8pJO Ul ‘pJOM B Ul “Y|B] JBY] 01 Suluslsi| o|Iym Ing v§

[0 Uook-a5] |5 ¢
-+ J] 'Aj|e3usiepuny noge Uiyl 01 pesu o 3uiyl auo S| 8Jayl

‘S| Wa|qoJd 8yl "Jeyl 8yl| U3Isep Mau e 8yew 0] 8|qissod S| 1] L~
[997 SunAp-sep]
8s9.50.d %QALovLo /J
890UBJ9YIN

[ OId



U.S. Patent

Aug. 27,2024 Sheet 2 of 14

FI1G. 2

Preprocessing

Topic Segmenting

FIG. 3

Text Preprocessing

Y

Conceptual Recurrence
Implementing

US 12,073,185 B2



U.S. Patent

Topic segmentation
poini candidate

Topic segmented
body #1

Topic segmented
body #2

%(_)
Set of topic
segmented bodies

Aug. 27,2024 Sheet 3 of 14

FIG. 4

Topic segmentation ]
point candidate 7

i

5 ] point candidate

Topic segmented
body #1

Topic segmented
body #2

Topic segmented
body #1

Topic segmented
body #2

%(_)
Set of topic
segmented bodies

H_J
Set of topic
segmented bodies

Topic segmentation

US 12,073,185 B2

Topic
segmentation
point
candidate

Topic segmented
body #1

Topic segmented
body #2

%/_J
Set of topic
segmented bodies



U.S. Patent Aug. 27, 2024 Sheet 4 of 14 US 12,073,185 B2

FIG. 5

First topic segmentation point candidate

o
-

Y

Calculate sum of conceptual similarities

Y

Next topic segmentation Calculate debate consistency metric
point candidate

Y

Calculate similarity cohesion

Last topic
segmentation point
candidate?

No

Decide topic segmentation point candidate




US 12,073,185 B2

Sheet 5 of 14

Aug. 27,2024

U.S. Patent

FIG. 7

FIG. 8

FIG. 9




U.S. Patent Aug. 27, 2024 Sheet 6 of 14 US 12,073,185 B2

sountorargments

Point of high
other-continuity

{o




U.S. Patent Aug. 27, 2024 Sheet 7 of 14 US 12,073,185 B2

FIG. 11

har-continidy

Chale of arguments and
pounterargunmng

Topio Guite of Modarator

{a} Point of high {5}
self-continuity



U.S. Patent Aug. 27, 2024 Sheet 8 of 14 US 12,073,185 B2

FIG. 12

bt of argumenis andg
sourterEg

Point where arguments and
counterarguments are made

fal {b}



U.S. Patent

Aug. 27,2024 Sheet 9 of 14 US 12,073,185 B2

FIG. 13

Other-continmty

Chaln of arguments s

Stamierar

querator

b}



U.S. Patent Aug. 27, 2024 Sheet 10 of 14 US 12,073,185 B2

(plane(i,j) + line(i,j) + point(i,j)) -
(other(i,j) - self(i,]) - chain(i,]) - moderator(i,])) -
S(i,i)

4

(sum(t{) + sum(t,))
(count(tq) + count(t,))

x count(t)



U.S. Patent Aug. 27, 2024 Sheet 11 of 14 US 12,073,185 B2

""" """/"/"/"/"¥/¥/¥"/¥"/¥"/¥"/¥/¥7/V/- /-7 r/rmrmrmTrmrTTrTTTTTTTrTT T === B
| 199 | 100
i t

| |

: — /{ ——120
! .| Conceptual similarity !

! sum calculation unit !

i |

i |

E 121 124 125 E

| / Y / a

i |

! Data Similarity Topic !

| |preprocessing — cohesion » segmentation]| |

E unit calculation unit unit E

E A {

s L |

| .| Consistency metric {

E calculation unit E

L ]

_1 110 l /1?0
I nput Visualization
unit unit




US 12,073,185 B2

Sheet 12 of 14

Aug. 27, 2024

O

g il pus

g

EE P

SO0 SEUM T UOHININ 19, HEE

i S R
sl s

H ey 184
s SR RGO
S g 3

SRy

e ]
S i A RSO T IO SN ARG Sl

g IO

it Ananon

)
{3
R

irneAlt
S

IO SR GO $MGTYy

ERAREREE I <

DIBGRD

U.S. Patent

91 DId




U.S. Patent

Aug. 27, 2024 Sheet 13 of 14

FIG. 17

Topic Segmentation in Debate

US 12,073,185 B2



U.S. Patent Aug. 27, 2024 Sheet 14 of 14 US 12,073,185 B2

FIG. 18

hasic incame, consumption,
debate, effectivensss,
savings, disaster assistanpe,

.., basikcincoms, support,
E {j-househoid, daseription, i
=L noome, rvvestmeant; concept

(d)

person, tax increase; income, basic income; finance, system, payment

peopls, jobs, basic income:;
problems, citizens, taxes,




US 12,073,185 B2

1
METHOD AND DEVICE OF SEGMENTING
TOPICS OF CONTENT

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to Korean Patent Appli-
cation No. 10-2021-0116943 filed in the Korean Intellectual
Property Office on Sep. 2, 2021, the disclosure of which is
incorporated by reference herein in its entirety.

BACKGROUND OF THE DISCLOSURE
Field of the Disclosure

This specification relates to a method and device of
segmenting topics of content, and more particularly, to a
method of segmenting topics of a debate based on concep-
tual recurrence and consistency metrics.

Related Art

A debate is an act of dialogue in which panelists with
different opinions try to persuade opponents to solve a posed
issue. In particular, TV debates and radio debates play a
major role as public forums in influencing public opinion as
they deal with social issues such as political campaigns and
elections. These TV or radio debates are converted into
video or audio content and provided through the relevant
website of the broadcasting station or YouTube.

In addition, recently, a podcast, a type of Internet broad-
casting, is popular as a service that delivers current affairs or
the stories of experts related to a specific topic in the form
of audio files or video files. Users may select and subscribe
to a desired program.

When these broadcasting debates or podcast programs are
delivered to viewers or subscribers over the Internet, for the
convenience of viewing or to solve the issue of large upload
or streaming file sizes, the relevant content may be cut into
smaller sizes in accordance with progress content or the
content is given the same index as a chapter, thereby making
it easy for viewers to skip to a desired portion.

However, in order to cut or index content, an operator has
to figure out the content one by one and divide a chapter by
small topics, which is a tedious and cumbersome task. In
addition, for long content, this task may take a lot of time,
which may result in delays in streaming or uploading.

SUMMARY OF THE DISCLOSURE

This specification is directed to addressing an issue asso-
ciated with the related art, and to providing a method of
automatically segmenting content such as a debate into
smaller units according to topics.

A method of segmenting topics of content according to an
embodiment of this specification includes: preprocessing
text data configuring content; and dividing a plurality of
utterances into two topic segmented bodies based on the
preprocessed data, wherein the preprocessing includes: pro-
cessing the text data in a continuous form of the plurality of
utterances; and calculating a conceptual similarity between
utterances based on the processed data, and wherein the
dividing includes: calculating similarity cohesion for the two
topic segmented bodies based on the conceptual similarity
while changing a segmentation point which distinguishes
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the two topic segmented bodies and a consistency metric;
and deciding the segmentation point based on the similarity
cohesion.

A device of segmenting topics of content according to
another embodiment of this specification includes: an input
unit for receiving text data configuring content; a processor
for preprocessing the text data and dividing a plurality of
utterances into two topic segmented bodies based on the
preprocessed data; and a visualization unit for visualizing
and expressing the divided topic segmented bodies, wherein
the processor is configured to: process the text data in a
continuous form of the plurality of utterances and calculate
a conceptual similarity between the utterances based on the
processed data; calculate similarity cohesion for the two
topic segmented bodies based on the conceptual similarity
and a consistency metric while changing a segmentation
point which distinguishes the two topic segmented bodies,
and determine the segmentation point based on the similarity
cohesion.

Accordingly, it is possible to automatically segment top-
ics for debate content including multiple topics. In addition,
an operator may intervene in topic segmentation to some
extent to obtain a user-centered topic segmentation result.

In addition, it is possible to alleviate the issue of deter-
mining a topic segmentation point differently for each
operator.

In addition, long debate content may be quickly seg-
mented into topics in line with operator needs, thereby
avoiding delays in uploading or streaming content.

In addition, it is possible to automatically write the
minutes of a meeting worked by a plurality of participants in
small units according to a change in the topic of the meeting
during the progress of the meeting.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a visualization of conceptual recurrence in a
debate.

FIG. 2 illustrates an operational flowchart for a method of
segmenting debate topics according to an embodiment of
this specification.

FIG. 3 illustrates an operational flowchart for a method of
preprocessing data.

FIG. 4 illustrates an example of searching for a topic
segmentation point using a set of topic segmented bodies
configured of two adjacent topic segmented bodies.

FIG. 5 is an operational flowchart for a method of
segmenting debate topics based on the sum of conceptual
similarity and debate consistency metrics.

FIG. 6 illustrates an example of summing the conceptual
similarity of the topic segmented body in units of planes.

FIG. 7 illustrates an example of summing the conceptual
similarity of the topic segmented body in units of lines.

FIG. 8 illustrates an example of summing the conceptual
similarity of the topic segmented body in units of points.

FIG. 9 illustrates an example of summing the conceptual
similarity of the topic segmented body into a combination of
planes, lines, and points.

FIG. 10 illustrates an example in which the topic seg-
mentation point moves when a weighting of the continuity
attribute of others is adjusted among the consistency metrics
which quantify the attribute indicating the internal consis-
tency of a debate.

FIG. 11 illustrates an example in which the topic segmen-
tation point moves when a weighting of the self-continuity
attribute is adjusted among the consistency metrics.
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FIG. 12 illustrates an example in which the topic seg-
mentation point moves when a weighting of a chain attribute
of arguments and counterarguments is adjusted among the
consistency metrics.

FIG. 13 illustrates an example in which the topic seg-
mentation point moves when a weighting of a topic guide
attribute of a moderator is adjusted among the consistency
metrics.

FIG. 14 illustrates a process of obtaining the similarity
cohesion of a set of topic segmented bodies.

FIG. 15 is a functional block schematically illustrating a
device of performing a method of segmenting debate topics
according to an embodiment of this specification.

FIG. 16 illustrates a user interface to which the method of
segmenting debate topics according to this specification is
applied.

FIG. 17 illustrates a control panel which provides an
operator with a pathway to adjust a weighting to influence
topic segmentation.

FIG. 18 illustrates an example of a visualization of a result
of applying the method of segmenting debate topics accord-
ing to an embodiment of this specification.

DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Hereinafter, preferred embodiments of a method of seg-
menting topics of content and a method of driving a device
according to an embodiment of this specification will be
described in detail with reference to the accompanying
drawings.

Like reference numerals substantially refer to like ele-
ments throughout the specification. In the following descrip-
tion, when it is determined that a detailed description of
known functions or configuration related to an embodiment
of this specification unnecessarily obscures the gist of this
specification, the detailed description thereof will be omit-
ted.

In the research case of segmenting topics thus far, which
automatically segments texts into smaller sub-topics, it was
not easy to segment topics in a multilateral dialogue. This is
because, in the multilateral dialogue, even the same persons
may determine a topic differently. A debate is also a multi-
lateral dialogue.

Among the various research cases to analyze a debate,
there were visual analysis studies, and in the visual analysis
of the debate, there were attempts to search for the topics
included in the debate. Visual analysis is a technology that
blends interactive visualization and automated analysis tech-
niques to integrate human determination and algorithmic
data analysis processes.

The inventors of an embodiment included in this speci-
fication have discovered the possibility of segmenting the
script of a debate into smaller sub-topics in a conceptual
recurrence method of analyzing a multilateral dialogue.
Herein, the conceptual recurrence method calculates the
similarity between utterances as a quantitative value called
a conceptual similarity.

Social science research on debate may analyze internal
consistency, which is the consistency that appears as a result
of the interaction of debaters. The attributes that affect this
semantic consistency may include other-continuity, self-
continuity, a chain of arguments and counterarguments, and
a topic guide of a moderator.

In social science analysis, the semantic consistency means
the consistency of the central topic between consecutive
statements by the interaction of debaters, and indicates a
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conceptual similarity in a conceptual recurrence method
according to visual analysis or similarity between utterances
that appear through the interaction between utterances. In
other words, both correspond to the attributes indicating the
interaction of the debaters.

Accordingly, this specification proposes a user-centered
topic segmentation model from the perspective of visual
analysis that analyzes data through user interaction, and
proposes an approach in which a user adjusts the attributes
indicating the interaction of debaters in a visualization
environment of conceptual recurrence to segment topics and
explore the topics.

This specification proposes a model for segmenting topics
from a debate using i) the relationship between topic seg-
mentation and conceptual similarity, and ii) the relationship
between topic segmentation and consistency metric of a
debate.

In other words, regarding the relationship between topic
segmentation and conceptual similarity, the following attri-
butes may be used that a topic is formed in a portion where
the conceptual similarity is relatively high, and a topic
segmentation point corresponds to the main utterance lead-
ing to a debate topic.

In addition, regarding the relationship between topic
segmentation and consistency metric of a debate, the attri-
butes that affect the internal consistency of the debate affect
the conceptual similarity and affect the topic segmentation.
Considering that attributes that increase the internal consis-
tency of the debate have a positive effect on the relevant
conceptual similarity, and that attributes that impair the
internal consistency of the debate have a negative effect on
the relevant conceptual similarity, attributes that affect inter-
nal consistency may be quantified as metrics and used for
calculating conceptual similarity and segmenting topics.

Accordingly, the topic segmentation may be corrected by
automatically segmenting the script of a debate into sub-
topics through a conceptual recurrence-based topic segmen-
tation model, and adjusting a weighting of the metric indi-
cating the consistency of the debate. In addition, through the
interactive function provided by a visual analysis tool, it is
possible to obtain the result of searching the topic section
centered on a user (or an operator) and segmenting topics.

First, conceptual recurrence is described in relation to the
visual analysis of a debate.

Angus, Smith, and Wile proposed a conceptual recurrence
method indicating the similarity between utterances as con-
ceptual similarity (Angus, D.; Smith, A.; Wiles, J. Concep-
tual recurrence plots: Revealing patterns in human dis-
course. IEEE transactions on Visualization and Computer
Graphics 2011, 18, 988-997). Based thereon, various dis-
courses occurring in broadcast interviews and hospitals have
been analyzed as conceptual recurrence. In this specifica-
tion, a debate is also included in a discourse, so a conceptual
recurrence method is used for debate analysis.

Conceptual recurrence constructs visualizations based on
a conceptual similarity. The conceptual similarity is a value
obtained by calculating the similarity between each utter-
ance. In conceptual recurrence visualization, there is a visual
pattern (engagement block) that may be understood by
grouping utterances through conceptual similarities between
utterances, and thus, similar utterances may be grouped and
analyzed.

FIG. 1 is a visualization of conceptual recurrence in a
debate.

In FIG. 1, i denotes the horizontal axis number and j
denotes the vertical axis number. Based on the vertical axis,
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there are 6 squares in the first column, 5 squares in the
second column, and similarly developed, one square in the
sixth column.

In FIG. 1, blocks (or squares) at the top of each column,
namely, cyan, orange, purple, and blue squares, represent
utterances, and the larger the utterance amount, the larger the
squares indicating the relevant utterances. The utterance
proceeds diagonally from the upper left to the lower right.

Except for the square at the top of each column, the
squares below, namely, yellowish green squares, represent a
conceptual similarity, meaning the similarity between the
utterances above and the utterances on the right from the
corresponding position. The higher the yellowish green
color saturation, the higher the conceptual similarity value.

A conceptual similarity quantifies the similarity between
two utterances. The higher the value, the higher the simi-
larity between the two utterances. The conceptual similarity
varies depending on how closely the two utterances match
the similarities of key words representing a debate. Specifi-
cally, each utterance is configured of a vector composed of
similarities to key words representing a debate, and inner
product multiplication of the relevant vectors results in a
conceptual similarity.

FIG. 2 illustrates an operational flowchart for a method of
segmenting debate topics according to an embodiment of
this specification.

The method of segmenting debate topics may be largely
divided into data preprocessing and topic segmenting.

FIG. 3 illustrates an operational flowchart for a method of
preprocessing data. In the data preprocessing, text data
configuring a debate is preprocessed in a form that may be
visually analyzed (Text preprocessing), and the conceptual
similarity between utterances may be calculated so that the
conceptual recurrence method may be applied (Conceptual
Recurrence Implementing).

Based on the collected debate script, errors in the script
are removed, and the data structure is created by morpho-
logical analysis and sentiment analysis. In addition, based
thereon, conceptual recurrence is implemented.

The debate script may be provided in a text form after a
debate is over, or may be provided in a text form in near real
time from a machine learning model for voice recognition
with accuracy improved recently during the debate.

In the text configuring the script, punctuation that do not
distinguish sentences and stop words are removed, and all
unique individual words may be selected. In the case of
Korean, morphological analysis is performed on the utter-
ance content of the script, and the morphological analysis
automatically predicts the types of morphemes configuring
the sentences.

Among the morphemes derived from morphological
analysis, morphemes corresponding to general nouns (NNG)
or proper nouns (NNP) may be put into a set of words to be
used for conceptual recurrence. This is because, in morpho-
logical analysis, these morphemes are the main semantic
elements of sentences, including stems from word phrases
indicating verbs, adjectives, and adverbs, in addition to
nouns. In addition, morphemes determined not to deal with
the main content of a debate, such as “tell (telling),” “today,”
and “now,” may be excluded from the set of words by
processing the same as stop words, even when the mor-
phemes are included in NNG and NNP.

In addition, by using a machine learning model for
sentiment analysis of Google’s natural language API, posi-
tive or negative sentiment information may be collected for
each sentence of an utterance. Each sentence has a value for
sentiment between —1 and 1. The closer the value is to -1,
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the more negative sentiment the sentence has. The closer the
value is to 1, the more positive sentiment the sentence has.
The closer the value is to 0, the more neutral sentiment the
sentence has. This sentiment information is utilized to find
an utterance section where arguments and counterarguments
follow.

Each utterance may be expressed as a vector of key words
s0 as to be applied to conceptual recurrence. The value for
each key word is a value calculated by conceptualizing the
relevant word, which is a value obtained by synthesizing
words that are conceptually similar even when they are not
the words as above. In addition, as an inner product between
vectors indicating two utterances, the conceptual similarity
indicating a similarity between utterances illustrated in FIG.
1 may be calculated.

The stage of segmenting topics in FIG. 2 will be described
in detail with reference to FIGS. 4 and 5.

FIG. 4 illustrates an example of searching for a topic
segmentation point using a set of topic segmented bodies
configured of two adjacent topic segmented bodies. FIG. 5
is an operational flowchart for a method of segmenting
debate topics based on the sum of conceptual similarities
and debate consistency metrics.

The topic segmentation model according to an embodi-
ment of this specification is executed as follows.

First, sets of topic segmented bodies are searched for the
utterances to be segmented. Herein, the topic segmented
body refers to partial utterances segmented from the utter-
ances of the entire script as a single topic, and the set of topic
segmented bodies refers to designating two adjacent topic
segmented bodies as one unit.

In FIG. 4, a box with a red border without filling the inside
indicates the topic segmented bodies (topic segmented body
#1 and topic segmented body #2). Since an embodiment of
this specification divides the script in such a way that one
topic segmented body is divided into two topic segmented
bodies, two adjacent topic segmented bodies (topic seg-
mented body #1, and topic segmented body #2) are desig-
nated as one unit, and this is called a set of topic segmented
bodies. The reason for finding such set of topic segmented
bodies is to search for topic segmentation point candidates.

Since the number of utterances in FIG. 4 is six, four sets
of topic segmented bodies may be considered.

As a second process, the similarity cohesion is obtained
for each set of topic segmented bodies. The similarity
cohesion is a value indicating how cohesive the conceptual
similarities are.

As a third process, the consistency metrics of a debate are
reflected in the similarity cohesion.

As a fourth process, a set of topic segmented bodies
having the highest similarity cohesion is found, and the
segmentation point of the topic segmented bodies of the
corresponding set is decided as a topic segmentation point.

By repeating these processes, it is possible to search for
topic segmented bodies and decide the topic segmentation
point.

Such a topic segmentation model may be described with
an operational flowchart as shown in FIG. 5.

As shown in FIG. 4, when the topic segmented bodies
includes six utterances, four sets of topic segmented bodies
may be considered. For each set of topic segmented bodies,
the similarity cohesion may be calculated, and a topic
segmentation point candidate corresponding to the set of
topic segmented bodies with the highest cohesion may be
decided.

First, a first topic segmentation point candidate is selected
to form a set of topic segmented bodies as shown in the
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leftmost figure in FIG. 4, the sum of conceptual similarities
is calculated for each of the two topic segmented bodies, a
metric for each attribute of the cohesion of a debate for the
relevant set of topic segmented bodies is calculated, and the
similarity cohesion for the relevant set of topic segmented
bodies is calculated based on the sum of the conceptual
similarities and the consistency metrics of the debate.

Next, the topic segmentation point candidate is moved to
the next utterance, and the similarity cohesion is obtained by
calculating a sum of conceptual similarities and consistency
metrics for a set of topic segmented bodies as shown in the
second figure from the left in FIG. 4.

The similarity cohesion is obtained for the relevant set of
topic segmented bodies by moving up to the last topic
segmentation point candidate.

Based on the similarity cohesion obtained for each set of
topic segmented bodies, a set of topic segmented bodies with
the highest cohesion may be selected, and a topic segmen-
tation point corresponding to the relevant set may be
selected.

The process of calculating the sum of the conceptual
similarities, the consistency metrics, and the similarity cohe-
sion will be described in detail with reference to FIGS. 6 to
14.

Based on the semantic consistency of a debate and the
interaction characteristics of debaters, the section with high
conceptual similarity may be determined as the same topic.
Semantic consistency is the consistency of a central topic
between consecutive statements. The higher the semantic
consistency, the higher the internal consistency between
utterances. In addition, in order for the interaction between
the debaters to be considered a genuine dialogue, their
discourses need to be mutually decided in terms of content.
These characteristics are the basis that a section with high
conceptual similarity of conceptual recurrences indicating
reciprocity of utterance may be considered as one dialogue,
namely, one topic.

The cohesion of conceptual similarities, namely, the simi-
larity cohesion, is a value obtained by calculating the
cohesion of conceptual similarities within the topic seg-
mented bodies, and may be obtained by dividing the sum of
the conceptual similarities for the topic segmented bodies by
the number of conceptual similarities as shown in Equation
1 below.

sum (1) [Equation 1]

(similarity cohesion of a topic segment) =
count ()

Herein, t denotes a topic segmented body, sum is a
function that calculates the sum of conceptual similarities,
and count is a function that calculates the count of concep-
tual similarities.

The sum of the conceptual similarities corresponds to a
numerator in an equation for calculating the similarity
cohesion. Three methods of a plane method, a line method
and a point method are proposed as methods of calculating
the sum of conceptual similarities of topic segmented bod-
ies, and a method of mixing the three methods is additionally
proposed.

FIGS. 6 to 9 are diagrams for explaining a method of
obtaining the sum of conceptual similarities. FIG. 6 illus-
trates an example of summing the conceptual similarity of
the topic segmented body in units of planes. FIG. 7 illus-
trates an example of summing the conceptual similarity of
the topic segmented body in units of lines. FIG. 8 illustrates
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an example of summing the conceptual similarity of the
topic segmented body in units of points. FIG. 9 illustrates an
example of summing the conceptual similarity of the topic
segmented body into a combination of planes, lines, and
points.

FIG. 6 may be referred to as a plane method, and all
conceptual similarities included in the topic segmented body
may be added. In FIG. 6, each red square represents a topic
segmented body, and yellowish green squares with a blue
dot in the red square represent conceptual similarities used
in the plane method. The equation for calculating the sum of
conceptual similarities of the plane method is as follows.

[Equation 2]
(sum of conceptual similarities by Plane method) =

)

=2 i

Jj-1
plane @, j)-SG, /)

o
ii

Herein, i denotes the number of a horizontal row, j denotes
the number of a vertical column, N represents the number of
utterances in the topic segmented body, S(i, j) denotes the
conceptual similarity between the i-th and j-th utterances,
and plane(i, j) is a function that designates a weighting to the
conceptual similarity between the i-th and j-th utterances.
The equation for plane(i, j) is as follows.

plane(i,j)=planeWeight, where Vi,Vj [Equation 3]

In the plane method, all conceptual similarities are added
up, so the conceptual similarities for all i and j combinations
are included in the calculation. planeWeight means a weight-
ing to be applied to the conceptual similarity applied to the
plane method. In an embodiment of this specification, an
operator may designate this weighting.

FIG. 7 may be referred to as a line method, and conceptual
similarities belonging to an edge of a topic segmented body
region may be added in an L shape. The line method was
devised after considering that there was a high conceptual
similarity between the main utterances and other utterances
in the adjacent time period. In FIG. 7, yellowish green
squares with red dots in red squares indicate conceptual
similarities used in the line method. The equation for cal-
culating the sum of the conceptual similarities of the line
method is as follows.

[Equation 4]
(sum of conceptual similarities by Line method) =

N 1

> tine G, - SG, )

j=2i=1

Herein, line(i, j) is a function that designates a weighting
to the conceptual similarity between the i-th and j-th utter-
ances, and the equation for line(i, j) is as follows.

[Equation 5]
lineWeight, if i=1 and 2=<j=< N

lineWeight, if l<i<N-land j =N
line (7, j) = {
0, otherwise

Herein, lineWeight means a weighting to be applied to the
conceptual similarity applied to the line method, and a user
may designate this weighting.
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FIG. 8 may be referred to as a point method, and is a
method of selecting one conceptual similarity (conceptual
similarity between the start utterance and the end utterance
of the topic segmented body) at the bottom leftmost of the
topic segmented body region. Although it has been
described as a method of calculating the sum of conceptual
similarities, the point method substantially selects only one
conceptual similarity. The point method was devised in
consideration of the pattern of a high conceptual similarity
between other utterances and main utterances with a high
similarity. This has the benefit of segmenting topics based on
main utterances with a high similarity to other utterances.

In FIG. 8, yellowish green squares with orange dots in red
squares indicate conceptual similarities used in the point
method. The equation for calculating the sum of conceptual
similarities of the point method is as follows.

[Equation 6]
(sum of conceptual similarities by Point method) =

1
point (i, /)-SG, /)

i

L

b
ii
)
i

Herein, point(i, j) is a function that designates a weighting
to the conceptual similarity between the i-th and j-th utter-
ances, and the equation for point(i, j) is as follows.

pointWeight if i=1and j=N
0, otherwise

FEquation 7
point @, j):{ (Equation 7]

Here, pointWeight means a weighting to be applied to the
conceptual similarity applied to the point method, and a user
may designate this weighting.

FIG. 9 may be referred to as a mixing method to which all
of the plane method, the line method, and the point method
are applied, and the equation for calculating the sum of
conceptual similarities according to the mixing method is as
follows.

N 1

sum (1) = ZZ(plane G, j)+ line (G, /) +point G, ))-SG, /)

=2i=1

[Equation 8]

Herein, sum(t) corresponds to a function indicating the
sum of conceptual similarities introduced in Equation 1.

Next, a method of obtaining the sum (count(t)) of the
conceptual similarities corresponding to a denominator of
the similarity cohesion in Equation 1 will be described.

The number of conceptual similarities varies according to
the plane method, the line method, and the point method,
which are methods of summing the conceptual similarities.
This is because the conceptual similarities used for each
method are different. For the plane method, the number of
conceptual similarities is ((N—1)xN/2), where N denotes the
number of utterances in the topic segmented body. For the
line method, the number of conceptual similarities is (2N—
3). For the point method, the number of conceptual simi-
larities is one.
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Since the mixing method is affected by a weighting when
calculating the number of conceptual similarities for each
method, the equation for calculating the number of concep-
tual similarities in the mixing method is as follows.

[Equation 9]

count (1) =

W-D-N A
— X planeWeight +

(2N = 3) x lineWeight + pointWeight

Herein, planeWeight, lineWeight, and pointWeight are the
weightings described in Equations 3, 5, and 7. This equation
corresponds to the function count(t) indicating the number
of conceptual similarities introduced in Equation 1.

As described above, there are attributes indicating the
internal consistency of a debate that may affect the segmen-
tation of topics. These attributes include other-continuity,
self-continuity, a chain of arguments and counterarguments,
and a topic guide of a moderator. This specification
expresses these attributes as a metric, which is a quantified
numerical value, and is referred to as a consistency metric.

First, FIG. 10 illustrates an example in which the topic
segmentation point moves when a weighting of the conti-
nuity attribute of others is adjusted among the consistency
metrics which quantify the attribute indicating the internal
consistency of a debate.

Other-continuity is the consistency between statements
made in succession by different speakers. The higher the
other-continuity, which is an act of considering the other
person’s discourse among interlocutors, the higher the inter-
nal consistency indicating the interactional aspect of a
debate. An embodiment of this specification apply the other-
continuity to the conceptual similarity between different
speakers.

FIG. 10 compares (a) before application of the other-
continuity to the conceptual similarity and (b) after appli-
cation thereof ((a) when the same weighting (1) is applied to
all the attributes configurating a consistency metric, and (b)
when the weighting of the other-continuity is applied as a
different value (2) among the attributes configuring the
consistency metric). As shown in FIG. 10, when a weighting
value for the other-continuity is increased, the weighting of
the conceptual similarities between others with a close
distance between utterances is increased, which may be
expressed as the following equation.

appliedWeight, if speaker (i) # speaker (j) [Equation 10]
and appliedWeight > 1
1, if speaker (i) # speaker (j)
and appliedWeight <1

other (i, j) =

X X X distance (7, )
where, appliedWeight = otherWeight - ———

Herein, other(i, j) is a function that designates a continuity
weighting of others to the conceptual similarity between the
i-th and j-th utterances, speaker(i) denotes a speaker of the
i-th utterance, and otherWeight means a weighting to be
applied to the conceptual similarity corresponding to the
other-continuity, wherein a user may designate this weight-
ing. In addition, distance(i, j) is a function that calculates the
distance between the i-th and j-th utterances. The distance
between adjacent utterances returns 0 and increases by 1
whenever another utterance enters between the i-th and j-th
utterances, and then returns. In addition, appliedWeight is a
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value adjusted to be more affected by a weighting for the
other-continuity as the distance between utterances is
shorter, and a is a value that designates the degree to which
the other-continuity is greatly affected as the distance
between utterances is shorter.

FIG. 11 illustrates an example in which the topic segmen-
tation point moves when a weighting of the self-continuity
attribute is adjusted among the consistency metrics.

Self-continuity is the consistency between individual

5

speaker’s statements. When self-continuity increases, where 10

the disconnection from the previous statement is deepened
while only speaking one’s own words rather than consider-
ing the other person’s discourse, internal consistency
decreases. An embodiment of this specification apply self-
continuity to the conceptual similarity between the same
speakers.

FIG. 11 compares (a) before application of the self-
continuity to the conceptual similarity and (b) after appli-
cation thereof ((a) when the same weighting (1) is applied to

12

a is a value that designates the degree to which the self-
continuity is greatly affected as the distance between utter-
ances is farther, f is a value that designates the distance
between utterances at which the self-continuity begins to be
applied.

FIG. 12 illustrates an example in which the topic seg-
mentation point moves when a weighting of a chain attribute
of arguments and counterarguments is adjusted among the
consistency metrics.

The chain of arguments and counterarguments is a phe-
nomenon in which arguments and counterarguments appear
continuously. Reciprocal and continuous arguments and
counterarguments of the other person’s utterances improve
internal consistency. FIG. 12 compares (a) before applica-
tion of the chain of arguments and counterarguments to the
conceptual similarity and (b) after application thereof ((a)
when the same weighting (1) is applied to all the attributes
configurating a consistency metric, and (b) when the weight-

all the attributes configurating a consistency metric, and (b) 20 ing of the chain of arguments and counterarguments is
when the weighting of the self-continuity is applied as a applied as a different value (2) among the attributes config-
different value (0.5) among the attributes configuring the uring the consistency metric).
consistency metric). As shown in FIG. 11, when a weighting When a weighting value for the chain of arguments and
value for the self-continuity is decreased, the weighting of counterarguments is increased, the weighting of the concep-
the conceptual similarities between self-utterances with a far 25 mal similarities that are determined as utterances that are
distance between utterances is decreased, which may be arguing and refuting is increased. The red squares filled
expressed as the following equation. inside and mixed with the conceptual similarities indicated
by the yellowish green square filled inside are the conceptual
) similarities corresponding to arguments and counterargu-
[Equation11] 3¢ .
ments. A chain of arguments and counterarguments may be
considered with reference to the conditions for arguments
. and counterarguments as follows.
self G, /) = Counterarguing the opposing party’s utterances
selfWeight, if speaker (i) = speaker ()) 35 The utterance of a refuter has a negative sentiment.
and appliedWeight = selfWeight The amount of utterance of a speaker of the opposing
appliedWeight,  if speaker (i) = speaker () party being refuted is longer than a certain level.
and appliedWeight > selfWeight There is a certain level or a higher level of a conceptual
_ and appliedWeight <1 similarity between the utterances of the refuter and the
1, if speaAker (z? = speaker g) 40 opposing party.
and appliedWeight > selfWeight . . . .
and appliedWeight = 1 An utterance including countf:rarguments 1s at a certain
level close to an utterance including arguments.
A A B—distance (i, ) Based on the conditions for these arguments and coun-
whete, appliedWeight = 1 + —————— terarguments, the equation for searching the conceptual
45 similarity corresponding to the arguments and counterargu-
ments may be expressed as follows.
chainWeight, if side (i, j) Anegative (/) Along (i) [Equation 12]
chain G, j) = Asimilarity (G, /) Aclose (i, j) Atight G, /)
{ 1, otherwise
Herein, self(i, j) is a function that designates a self- 55  Herein, chain(i, j) is a function that searches for cases
continuity weighting to the conceptual similarity between where the i-th utterance asserts and the j-th utterance refutes,
the i-th and j utterances, speaker(i) denotes a speaker of the  and a weighting chainWeight is given to a conceptual
i-th utterance, and selfWeight means a weighting to be similarity with conditions corresponding to arguments and
applied to the conceptual similarity corresponding to the  .oynterarguments, wherein a user may designate this
self—coptlnulty., wherel.nguger may d§s1gnate this weighting. 60 weighting. In addition, " denotes a logical AND, meaning
In addition, distance(i, j) is a function that calculates the that it is © Iv when both the left and rieht diti
distance between the i-th and j-th utterances. The distance atit1s true onty when both the lett and right condiiions are
between adjacent utterances returns 0 and increases by 1 true,.afnd the otl.ler COIld.lthI.lS‘aIe fals.e. I‘n addlt%on,.th.e
whenever another utterance enters between the i-th and j-th conditional functions of side(i, j), negative(j), long(i), simi-
utterances, and then returns. In addition, appliedWeight is a 65 larity(i, j), close(i, j), and right(i, j) that search for arguments

value adjusted to be more affected by a weighting for the
self-continuity as the distance between utterances is farther,

and counterarguments may be expressed as the following
equations:
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side (i, j) =

{ True if speaker of u; and speaker of #; are not on the same side

False, otherwise

. ! N
negative () = {True, if Zk:l sentenceSentiment(k) < —a

False, otherwise

sentimentScore, if sentimentScore < f

where, sentenceSentiment(k) = R
’ & 0, otherwise

long () = True, if (the number of characters of itk utterance) =y
ong = False, otherwise

True, if SG, =6
False,

similarity (7, j) ={

otherwise

True,
False,

if distance (i, j) <€
otherwise

close (i, j) = {

NVl
if Zk:i“ isChain(k, j) =0
otherwise

right (i, /) = { e,

False,

where,

Aclose (i, j) Aright (i, j)
0, otherwise

isChain(i, j) = {

Herein, the function side(i, j) is a function that returns true
if the speaker of the i-th utterance ui and the j-th utterance
uj are on the other side, or false otherwise.

In addition, negative(j) is a function for determining
whether the j-th utterance uj is a negative utterance, and 1 in
the relevant function indicates the number of sentences of
the utterance uj. In addition, negativeSentence(k) is a func-
tion that returns the value when the k-th sentence is pre-
dicted as a negative sentiment value or probability less than
or equal to B, and this value or probability varies depending
on the type of sentiment analysis model. When the sum of
all negative sentiment scores of sentences in an utterance is
less than or equal to a, it is determined that the utterance has
a negative sentiment. The prototype may be designated as
a=0.5, p=0.25 based on Google’s Natural language senti-
ment analysis model.

In addition, long(i) is a function that determines whether
the amount of utterance of the i-th utterance is long enough
to be refuted, and the unit of the amount of utterance is the
number of characters and may be designated as y=100.

In addition, similarity(i, j) is a function that determines
whether the conceptual similarity between the utterances of
the refuter and the opposing party is greater than or equal to
a certain level value 8, and may be designated as 6=0.3.

In addition, close(i, j) is a function that determines
whether an utterance including counterarguments is at a
certain level close to an utterance including arguments, and
distance(i, j) is a function that calculates the distance
between the i-th and j-th utterances. The distance between
adjacent utterances returns 0 and increases by 1 whenever
another utterance enters between the i-th and j-th utterances,
and then returns. € is a value that determines whether the
distance is close, and may be designated as 10.

1, if side (7, ) Anegative (j) Along (i) A similarity (i, ;)
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[Equation 13]

In addition, right(i, j) is a function that searches whether
there is a conceptual similarity between the arguments and
counterarguments among the utterances wi+1 to uj—1. When
it is determined that there is an utterance that has already
been refuted, this function is necessary because it is difficult
to directly refute utterances earlier than that.

The values of Greek letters o, B, v, 0, and € may be set
during an implementation process and only need to maintain
a certain level of value. For example, €, which indicates the
level at which the distance between utterances is determined
to be close, may be slightly different for each debate and
may be determined differently for each implementer.

FIG. 13 illustrates an example in which the topic seg-
mentation point moves when a weighting of a topic guide
attribute of a moderator is adjusted among the consistency
metrics.

The topic guide attribute of the moderator is the charac-
teristic in which an moderator presents a topic direction of
a debate to debaters. When the moderator speaks with
enough utterance to present a topic, it may be determined
that the possibility of presenting the topic is high.

FIG. 13 compares (a) before application of the topic guide
of the moderator to the conceptual similarity and (b) after
application thereof ((a) when the same weighting (1) is
applied to all the attributes configurating a consistency
metric, and (b) when the weighting of the topic guide of the
moderator is applied as a different value (2) among the
attributes configuring the consistency metric). As shown in
FIG. 13, when a weighting value of the topic guide of the
moderator is increased, the weighting of the conceptual
similarities between the moderator’s utterance and other
utterances is increased, which may be expressed as the
following equation.
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[Equation 14]
moderator (i, j) =
moderatorWeight, if isModerator(i) Along (i)
moderatorWeight, if isModerator(j) Along (j)

1, otherwise

where, isModerator(k) =

True, if kth utterance is spoken by moderator
False, otherwise.

where, long (i) =

{True, if (the number of characters of ith utterance) =y
False, otherwise

Herein, moderatorWeight means a weighting to be
applied to the conceptual similarity corresponding to the
topic guide of the moderator, and a user may designate this
weighting. In addition, isModerator(k) is a function that
determine whether the k-th utterance is the utterance of
moderators, long(i) denotes a function that determines
whether the amount of utterance of the i-th utterance is
sufficient to present a topic, wherein the unit of the amount
of utterance is the number of characters and the y value of
long(i) may be designated as 100.

By applying the consistency metrics of a debate to the
function sum(t) that calculates the sum of the conceptual
similarities described above, it may be redefined as the
following equation.

N j-1

sum (1= Y > (plane (i, /) +line (, /) + point (i, /)-

j=2i=1

[Equation 15]

(other (i, j)-self (i, j)-chain (i, j)-moderator (i, ))-SG, /)

Herein, sum(t) denotes to a function that calculates the
sum of the conceptual similarities of the topic segmented
body by applying the consistency metrics of a debate. In
addition, (plane(i, jHline(i, jHpoint(i, j)) is a formula for
calculating the sum of conceptual similarities by a mixing
method, (other(i, j)-self(i, j)-chain(i, j)-moderator(i, j)) is a
formula for the consistency metrics of the debate, and S(, j)
denotes the conceptual similarity between the i-th utterance
and the j-th utterance.

FIG. 14 illustrates a process of obtaining the similarity
cohesion of a set of topic segmented bodies.

A method of actually proceeding with topic segmentation
is to calculate the similarity cohesion in a set unit of topic
segmented bodies, and find a set of topic segmented bodies
having the highest similarity cohesion.

FIG. 14 illustrates two adjacent topic segmented bodies t1
and t2 and a parent topic segmented body t included in a set
of topic segmented bodies. Two red squares of which insides
are not filled indicate t1 and t2, a blue square of which an
inside is not filled indicates t, and the two red squares are
collectively called a set of topic segmented bodies.

Rather than calculating the similarity cohesion of one
topic segmented body, the similarity cohesion is calculated
for a set of topic segmented bodies, which means two
adjacent topic segmented bodies. When the similarity cohe-
sion is highest in both the front and rear portions of the
segmented point, it is most likely the relevant point at which
the topic is segmented. Accordingly, the similarity cohesion
for the front and rear portions of the segmentation point
needs to be considered simultaneously. Accordingly, the
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equation for calculating the similarity cohesion of the set of
topic segmented bodies is as follows.

N . R [Equation 16]
(similarity cohesion of a small set of topic segments) =

(sum (#;) +sum (5))
————————— Xcount(¥)
(count (f1) + count (7))

The set of topic segmented bodies consists of two adja-
cent topic segmented bodies t1 and t2, the sum function is
a function that calculates the sum of the conceptual simi-
larities described above, the count function is a function that
calculates the number of conceptual similarities described
above, and t denotes a parent topic segmented body that
encompasses both the topic segmented bodies t1 and 2
regions of the set of topic segmented bodies. The number of
conceptual similarities to the parent topic segmented body t
is included in the formula, in order to preferentially divide
the script with a larger region.

The segmentation point of the topic segmented bodies of
a set of topic segmented bodies with the highest similarity
cohesion among each set of topic segmented bodies
becomes the topic segmentation point. By repeating this
process n times, n number of topic segmentation points and
n+1 number of topic segmented bodies may be generated.

FIG. 15 is a functional block schematically illustrating a
device of performing a method of segmenting debate topics
according to an embodiment of this specification.

A device 100 of segmenting topics includes an input unit
110 for receiving a text for a debate to be segmented into the
topics and receiving a user input so that an operator adjusts
a weighting, a processor 120 for segmenting the topics by
preprocessing text data configuring the debate into a form
that may be visually analyzed and calculating a conceptual
similarity, a consistency metric, and similarity cohesion
between utterances so that a conceptual recurrence method
may be applied, and a visualization unit 130 for visualizing
the entire utterances configuring the debate, conceptual
similarity between the utterances, and a topic segmented
body in which the topics are segmented by being processed
by the processor 120.

The device 100 of segmenting topics may perform a
function of segmenting topics of a debate only with a portion
of its components, and may implement the function more
abundantly by adding components.

Through the input unit 110, an operator may input the text
of a debate for which the topic is to be segmented, input the
number of topic segmented bodies, select a method for
obtaining the sum of conceptual similarities, and input a
weighting of consistency metrics.

Content for which a topic is to be segmented or an index
for a part in which a topic is changed is inserted may be input
in the form of an already completed voice file or a video file,
or data in progress may be input to the device 100 of
segmenting topics in the form of streaming.

The device 100 of segmenting topics may further include,
for example, a voice recognition module (not shown) to
extract a text for an utterance included in the content and a
subject of the relevant utterance, and provide the processor
120 with the same.

Alternatively, the device 100 of segmenting topics may
further include a communication unit (not shown) to trans-
mit voice data for input content to an external server and to
receive a text for utterances included in the voice data and
data for distinguishing a utterance subject from the external
server.
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The processor 120 may include a data preprocessing unit
121, a conceptual similarity sum calculation unit 122, a
consistency metric calculation unit 123, a similarity cohe-
sion calculation unit 124, and a topic segmentation unit 125,
and each component may perform an embodiment of seg-
menting topics of a debate described with reference to FIGS.
2 to 14.

The visualization unit 130 may generate and provide a
user interface to output a result of segmenting topics of a
debate and to allow an operator to intervene in the process
of segmenting the topics of the debate.

FIG. 16 illustrates a user interface to which the method of
segmenting debate topics according to this specification is
applied. FIG. 17 illustrates a control panel which provides
an operator with a pathway to adjust a weighting to influence
topic segmentation. FIG. 18 illustrates an example of a
visualization of a result of applying the method of segment-
ing debate topics according to an embodiment of this
specification.

In FIG. 16, (a) is a control panel that allows an operator
to intervene in topic segmentation, (b) visualizes conceptual
recurrence and expresses all utterances, conceptual similari-
ties, and topic segmented bodies in one frame, and (c) is a
script viewer that shows the content of the debate partici-
pants’ utterances.

The control panel that provides a path for an operator to
intervene in topic segmentation may be implemented as
illustrated in FIG. 17.

In FIG. 17, (a) is for adjusting the number of topic
segmented bodies, (b) is for selecting a method for obtaining
the sum of conceptual similarities when calculating similar-
ity cohesion or adjusting a weighting for the method,
wherein Plane adjusts planeWeight, Line adjusts lineWeight,
and Point adjusts pointWeight. In addition, (c) is for adjust-
ing a weighting of consistency metrics of a debate when
calculating the similarity cohesion, wherein Other-continu-
ity adjusts otherWeight, which is a weighting of the other-
continuity, Self-continuity adjusts selfWeight, which is a
weighting of the self-continuity, Chain of arguments and
counterarguments adjusts chainWeight, which is a weighting
of the chain of arguments and counterarguments, and Topic
guide of moderator adjusts moderatorWeight, which is a
weighting of the topic guide of the moderator.

FIG. 18 is a visualization of a result of segmenting topics
of'a debate using the conceptual recurrence method, wherein
(a) shows each utterance of a debate participant, and (b)
shows the conceptual similarity indicating the similarity
between utterances. The darker the color, the higher the
conceptual similarity value. (¢) shows the topic segmented
bodies that automatically segment topics according to the
method of segmenting debate topics, and (d) shows the
words derived from the most frequently mentioned utter-
ances in the topic segmented body section, wherein these
words may be named the labels of the topic segmented
bodies.

As such, as a method of calculating the similarity cohe-
sion based on the conceptual similarity of conceptual recur-
rence, by combining a plane method, a line method, a point
method, and a mixing method thereof, and a method of using
quantitative metrics for the other-continuity, the self-conti-
nuity, the chain of arguments and counterarguments, and the
topic guide of the moderator, which are attributes indicating
the internal consistency of a debate, the topic segmentation
model was prepared and applied to a debate program.

For the three 100-minute debates, a Korean TV debate
program, the results obtained by applying a weighting in a
method of mixing similarity cohesion calculation methods
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(Plane+Line+Point) and a way of improving the internal
consistency of consistency metrics of a debate were com-
pared with the results of manually segmenting topics by
recruited subjects, and good results were obtained as a result
of the comparison.

As such, an embodiment according to this specification
may automatically segment topics from a debate using the
conceptual similarity of conceptual recurrence and consis-
tency metrics of the debate. In addition, a user-centered topic
segmentation result may be obtained by allowing a user to
adjust a similarity cohesion calculation method that coheres
the conceptual similarity and a weighting of the consistency
metrics of the debate. In addition, it is possible to alleviate
the issue of determining the topic segmentation point dif-
ferently for each person in a debate and multilateral dis-
course.

This specification proposes a semi-automated topic seg-
mentation model in which a user and machine may interact.
This allows a computer to automatically calculate the simi-
larity cohesion, and with the help of the machine, the user
may adjust the attributes that affect the internal consistency
of each debate to obtain the benefit of analyzing the corre-
sponding topic segmentation results.

Various embodiments of the method and device for seg-
menting topics of content of this specification are simply and
clearly described as follows.

A method of segmenting topics of content according to an
embodiment includes: preprocessing text data configuring
content; and dividing a plurality of utterances into two topic
segmented bodies based on the preprocessed data, wherein
the preprocessing includes: processing the text data in a
continuous form of the plurality of utterances; and calculat-
ing a conceptual similarity between utterances based on the
processed data, and wherein the dividing includes: calculat-
ing similarity cohesion for the two topic segmented bodies
based on the conceptual similarity and a consistency metric
while changing a segmentation point which distinguishes
the two topic segmented bodies; and determining the seg-
mentation point based on the similarity cohesion.

In an embodiment, the method of segmenting topics of
content may further include visualizing the plurality of
utterances, the conceptual similarity between the utterances,
and a plurality of topic segmented bodies formed by seg-
menting the plurality of utterances.

In an embodiment, the visualization may display one or
more words most frequently mentioned in a relevant topic
segmented body section in each of the plurality of topic
segmented bodies.

In an embodiment, the method for segmenting topics of
content may further include displaying a control panel for
adjusting a number of topic segmented bodies to be formed
by segmenting the plurality of utterances, a weighting for a
method of calculating the similarity cohesion, and a weight-
ing for two or more consistency metrics.

In an embodiment, the calculation of the similarity cohe-
sion may include: obtaining a sum of conceptual similarities
and a consistency metric for each of the two topic segmented
bodies based on the conceptual similarity; calculating the
similarity cohesion for a set of topic segmented bodies
including the two topic segmented bodies based on the sum
of conceptual similarities and the consistency metric; and
selecting a segmentation point corresponding to the set of
topic segmented bodies having the highest similarity cohe-
sion.

In an embodiment, the similarity cohesion may be a value
obtained by dividing a value obtained by multiplying the
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sum of conceptual similarities by the consistency metric by
a number of the conceptual similarities.

In an embodiment, the similarity cohesion for the set of
topic segmented bodies may be obtained by obtaining a fifth
value obtained by dividing a third value obtained by adding
a first value obtained for a first topic segmented body
configuring the set of topic segmented bodies and a second
value obtained for a second topic segmented body config-
uring the set of topic segmented bodies by a fourth value
obtained by adding a number of conceptual similarities
included in the first topic segmented body and a number of
conceptual similarities included in the second topic seg-
mented body, and by multiplying the fifth value by a sixth
value, which is a number of conceptual similarities included
in the set of topic segmented bodies.

In an embodiment, the sum of conceptual similarities may
be obtained by using at least one of a plane method of adding
all conceptual similarities included in the topic segmented
body, a line method of adding conceptual similarities
belonging to an edge of an L shape of the topic segmented
body, and a point method of selecting the conceptual simi-
larity between a start utterance and an end utterance of the
topic segmented body.

In an embodiment, the consistency metric may be a value
obtained by quantifying one or more of other-continuity,
self-continuity, a chain of arguments and counterarguments,
and a topic guide of a moderator which are attributes
indicating internal consistency of the plurality of utterances.

In an embodiment, a number of the conceptual similarities
may be obtained by multiplying a number of conceptual
similarities used when obtaining the sum of conceptual
similarities by the plane method, the line method, and the
point method by a weighting applied to the plane method,
the line method, and the point method, respectively.

In an embodiment, the processing may include: perform-
ing morphological analysis and sentiment analysis on a
plurality of utterances; and expressing each utterance as a
vector composed of key words, wherein the conceptual
similarity between two utterances may be calculated as an
inner product between vectors indicating the utterances.

A device of segmenting topics of content according to
another embodiment includes: an input unit for receiving
text data configuring content; a processor for preprocessing
the text data and dividing a plurality of utterances into two
topic segmented bodies based on the preprocessed data; and
a visualization unit for visualizing and expressing the
divided topic segmented bodies, wherein the processor is
configured to: process the text data in a continuous form of
the plurality of utterances and calculate a conceptual simi-
larity between the utterances based on the processed data;
and calculate similarity cohesion for the two topic seg-
mented bodies based on the conceptual similarity and a
consistency metric while changing a segmentation point
which distinguishes the two topic segmented bodies, and
determine the segmentation point based on the similarity
cohesion.

From the foregoing, it will be apparent to those skilled in
the art that various modifications and variations are possible
without departing from the technical spirit of the present
disclosure. Accordingly, the technical scope of the present
disclosure should not be limited to the contents described in
the detailed description of the specification, but should be
defined by the claims.

25

40

45

60

20

What is claimed is:

1. A method of segmenting topics of content, the method
including:

preprocessing text data, which is contained in content;

and

dividing a plurality of utterances into two topic segmented

bodies based on the preprocessed data,

wherein the preprocessing includes:

processing the text data in a continuous form of the

plurality of utterances; and

calculating conceptual similarities between the plurality

of utterances based on the processed data, and
wherein the dividing includes:

calculating similarity cohesion for the two topic seg-

mented bodies based on the conceptual similarities and
consistency metrics while changing a segmentation
point which distinguishes the two topic segmented
bodies; and

determining the segmentation point based on the similar-

ity cohesion.

2. The method of claim 1, further including:

visualizing the plurality of utterances, the conceptual

similarities between the plurality of utterances, and a
plurality of topic segmented bodies formed by seg-
menting the plurality of utterances.
3. The method of claim 2, wherein the visualization
displays one or more words most frequently mentioned in a
relevant topic segmented body section in each of the plu-
rality of topic segmented bodies.
4. The method of claim 1, further including:
displaying a control panel for adjusting a number of topic
segmented bodies to be formed by segmenting the
plurality of utterances, a weighting for a method of
calculating the similarity cohesion, and a weighting for
two or more consistency metrics.
5. The method of claim 1, wherein the calculation of the
similarity cohesion includes:
obtaining 1) a sum of the conceptual similarities and ii) the
consistency metrics, respectively, using the two topic
segmented bodies based on the conceptual similarities;

calculating the similarity cohesion for a set of topic
segmented bodies including the two topic segmented
bodies based on i) the sum of the conceptual similari-
ties and ii) the consistency metrics; and

selecting a segmentation point corresponding to the set of

topic segmented bodies having a highest similarity
cohesion.

6. The method of claim 5, wherein the similarity cohesion
is a value obtained by dividing a value obtained by multi-
plying the sum of the conceptual similarities by the consis-
tency metrics by a number of the conceptual similarities.

7. The method of claim 6, wherein the similarity cohesion
for the set of topic segmented bodies is obtained by obtain-
ing a fifth value obtained by dividing a third value obtained
by adding a first value obtained for a first topic segmented
body contained in the set of topic segmented bodies and a
second value obtained for a second topic segmented body
contained in the set of topic segmented bodies by a fourth
value obtained by adding a number of conceptual similari-
ties included in the first topic segmented body and a number
of conceptual similarities included in the second topic
segmented body, and by multiplying the fifth value by a
sixth value, which is a number of conceptual similarities
included in the set of topic segmented bodies.

8. The method of claim 5, wherein the sum of the
conceptual similarities is obtained by using at least one of a
plane method of adding all conceptual similarities included
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in the set of topic segmented bodies, a line method of adding
conceptual similarities belonging to an edge of an L. shape
of the set of topic segmented bodies, and a point method of
selecting a conceptual similarity between a start utterance
and an end utterance of the set of topic segmented bodies.

9. The method of claim 8, wherein a number of the
conceptual similarities is obtained by multiplying a number
of conceptual similarities used when obtaining the sum of
the conceptual similarities by the plane method, the line
method, and the point method by a weighting applied to the
plane method, the line method, and the point method.

10. The method of claim 1, wherein the consistency
metrics are values obtained by quantifying one or more of 1)
other-continuity, ii) self-continuity, iii) a chain of arguments
and counterarguments, and iv) a topic guide of a moderator,
which are attributes indicating internal consistency of the
plurality of utterances.

11. The method of claim 1, wherein the processing
includes:

performing morphological analysis and sentiment analy-
sis on the plurality of utterances; and

expressing each of the plurality of utterances as a vector
composed of key words,

wherein a conceptual similarity between a first utterance
and a second utterance of the plurality of utterances is
calculated as an inner product between a first vectors
indicating the first utterances and a second vector
indicating the second utterance.

12. A device of segmenting topics of content, the device

including:

an input unit for receiving text data, which is contained in
content;

a processor for preprocessing the text data and dividing a
plurality of utterances into two topic segmented bodies
based on the preprocessed data; and

a visualization unit for visualizing and expressing the two
topic segmented bodies,

wherein the processor is configured to:

process the text data in a continuous form of the plurality
of utterances and calculate a conceptual similarities
between the plurality of utterances based on the pro-
cessed data; and

calculate similarity cohesion for the two topic segmented
bodies based on the conceptual similarities and a con-
sistency metrics while changing a segmentation point
which distinguishes the two topic segmented bodies,
and determine the segmentation point based on the
similarity cohesion.

13. The device of claim 12, wherein the visualization unit
visualizes the plurality of utterances, the conceptual simi-
larities between the plurality of utterances, and a plurality of
topic segmented bodies formed by segmenting the plurality
of utterances, and displays one or more words most fre-
quently mentioned in a relevant topic segmented body
section in each of the plurality of topic segmented bodies.

14. The device of claim 12, wherein the visualization unit
displays a control panel for adjusting a number of topic
segmented bodies to be formed by segmenting the plurality
of utterances, a weighting for a method of calculating the
similarity cohesion, and a weighting for two or more con-
sistency metrics.
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15. The device of claim 12, wherein the processor obtains
1) a sum of the conceptual similarities and ii) the consistency
metrics, respectively using the two topic segmented bodies
based on the conceptual similarities, calculates the similarity
cohesion for a set of topic segmented bodies including the
two topic segmented bodies based on i) the sum of the
conceptual similarities and ii) the consistency metrics, and
selects a segmentation point corresponding to the set of topic
segmented bodies having a highest similarity cohesion.

16. The device of claim 15, wherein:

the processor obtains the similarity cohesion by dividing

a value obtained by multiplying the sum of the con-
ceptual similarities by the consistency metrics by a
number of the conceptual similarities; and

the processor obtains the similarity cohesion for the set of

topic segmented bodies by obtaining a fifth value
obtained by dividing a third value obtained by adding
a first value obtained for a first topic segmented body
contained in the set of topic segmented bodies and a
second value obtained for a second topic segmented
body contained in the set of topic segmented bodies by
a fourth value obtained by adding a number of con-
ceptual similarities included in the first topic segmented
body and a number of conceptual similarities included
in the second topic segmented body, and by multiplying
the fifth value by a sixth value, which is a number of
conceptual similarities included in the set of topic
segmented bodies.

17. The device of claim 15, wherein the processor obtains
the sum of the conceptual similarities by using at least one
of a plane method of adding all conceptual similarities
included in the set of topic segmented bodies, a line method
of' adding conceptual similarities belonging to an edge of an
L shape of the set of topic segmented bodies, and a point
method of selecting a conceptual similarity between a start
utterance and an end utterance of the set of topic segmented
bodies.

18. The device of claim 17, wherein the processor obtains
a number of the conceptual similarities by multiplying a
number of conceptual similarities used when obtaining the
sum of the conceptual similarities by the plane method, the
line method, and the point method by a weighting applied to
the plane method, the line method, and the point method.

19. The device of claim 12, wherein the consistency
metrics are values obtained by quantifying one or more of'1)
other-continuity, ii) self-continuity, iii) a chain of arguments
and counterarguments, and iv) a topic guide of a moderator,
which are attributes indicating internal consistency of the
plurality of utterances.

20. The device of claim 12, wherein the processing
includes:

performing morphological analysis and sentiment analy-

sis on the plurality of utterances; and

expressing each of the plurality of utterances as a vector

composed of key words,

wherein a conceptual similarity between a first utterance

and a second utterance of the plurality of utterances is
calculated as an inner product between a vector indi-
cating the first utterance and a second vector indicating
the second utterance.
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